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VGOS	Operations

• Global	array	of	~20	stations
• Several	correlators
• 24	hours	a	day,	7	days	a	week
• Initial	products	within	24h



Ideal	Solution?

• Multiple	operations	
centres
• High	level	of	
automation

Operations	Centre

Correl 1

Correl 2

Correl 3



Dynamic	Observing

• Optimise	available	resources	(telescopes	
and	correlators)
• Adapt	to	changes

• Antenna	problems
• Wind	stows
• Network	interruptions
• Etc

• Coordinate	simultaneous	observing	
programs:
• Rapid	UT1-UTC
• EOP
• Astrometry
• Source	imaging

Operations Centre: Shanghai

Experiment: R320132

Antennas: HtKkHbTaWw
Correlator: Bonn

Source: 0537-441
Status: trackingArray 1

Antennas: HtYbAzWt
Correlator: Curtin

Source: 0235+164
Status: acquiringArray 2

Experiment: U20132

Antennas: OnTs
Correlator: Tsukuba

Source: 0059+581
Status: trackingArray 1

Resources
Antennas

Ke: available
Yg: available
Wf: available
Sh: available
Ur: available
Kb: off line
Ny: available
Sm: wind stow

Correlators

Shanghai: available
Haystack: off line
Washington: available

Observation	Management	Software



The	Problem	with	Remote	Control

• Some	sites	won’t	allow	remote	control	due	to	safety	and	security	
concerns



A	Solution?

• The	site	always	has	full	control	over	their	participation.	They	can	
choose	to	observe	or	not,	at	any	time,	without	prior	notice.
• This	could	cause	havoc	with	the	schedule,	so…
• If	telescopes	can	join	or	leave	at	any	time	then	the	scheduling	should	be	done	
in	small	pieces	at	a	time.	

• The	site	runs	the	observations	locally,	but:
• Updates	the	schedule	from	the	Operations	Centre	at	regular,	agreed	intervals
• Sends	the	Operations	Centre	regular	status	information	needed	for	
scheduling	and	correlation
• Does	the	above	automatically.	However,	station	can	choose	to	stop	or	start	at	
any	time.



A	test	with	the	AuScope array

• Good	for	prototyping
• Proof-of-concept	only
• Done	in	only	a	few	weeks
• Little	regard	for	network	security,	
software	robustness	etc



A	test	implementation	with	AuScope

• Status	info	from	each	
site:
• Antenna	available?
• Current	schedule
• Coordinates
• Recorder	status
• Weather

• OC	does	not	send	any	
commands	to	the	sites.	It	
just	makes	schedule	files.

Hb PCFS UTas Operations	
Centre

VieVS
sched
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Ke PCFS
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Software	at	the	stations
• “Big	red	button”	– sends	
yes/no	flag	to	Operations	
Centre
• Dynamic	scheduling	program	
– every	minute:
• Sends	status	data	to	OC
• Checks	with	OC	for	new	
addition	to	the	schedule.	If	
there	is	one,	appends	it	to	the	
current	one



Software	at	UTAS	OC

• VieVSscheduling	software	
(Octave).	
• Modified	vie_sched
• Every	15	min:

• schedules	the	next	15	min	based	on	
available	antennas.	

• New	15	min	of	SKD	file	made	
available	for	download.	

• Web	page	updated	with	information	
needed	by	stations	to	decide	if	they	
need	it,	where	to	get	it.

• At	0	UT	every	day,	produces	a	VEX	
file	of	the	past	24h	for	correlation











Does	it	work?
• Yes



Next	steps

• 24	h	observation.	Compare	with	results	from	traditional	scheduling
• Add	correlation	support
• Add	fringe	checking
• Add	other	feedback	to	vie_sched (e.g.	SEFD,	Tsys)
• More	telescopes?
• Coordination	with	other	groups,	testing	of	other	techniques




